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1I1OGRA1’11Y ABSTRACT
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Network, which is based on single-site CiPS data and is
used to corlect  navigation radiometric  data for media
cftects.  IIe continues to pursue efforts to improve the
calibration system and validate its accuracy by
comparisons to independent ionosphere measurements
such as Very I.ong Base]ine ]rrterferometry, integrated
dual-frequency spacecraft Doppler, and the TOF%X dual-
frequency altimeter. }Ie is currently investigating the
potential for usjn.g multi-site (iPS datasets  to produce
hourly global ionospheric maps.

Charles (Chad) lldwards is currently the Manager of the
Advanced Systems and Systems Development Programs
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deep-space tracking techniques, including precise
ionospheric media calibrations based on GPS ground
reccivcr observations. }le has been at JPI, for nine years
since receiving his Ph.11.  in Physics from Caltech.

The global positioning system satellites and a world-wide
network of dual-frequency CIF’S receivers can be used to
measure ionospheric total electron content (1’JK’) on
global scales. A new method for generating global I’l:C
maps is described. This method uses a Kalman-type  filter
and random-walk process noise to generate T1iC maps at
time intervals of one hour or less. l’he maps utilize a
locally-supported vertical I’EC function (callc~ “TRIN”)
based on tessellation of the sphere into 1280 spherical
triangles. ~’he 642 verlices  of the triangles are assigned a
TIiC value estimated from the data and the TIiC within
each tile is cotrlputed  by linearly interpolating between
vertex I’l K values. l’he previous approach used a single. -
batch filter requiring an averaging time of 6-12 hours
before a map could be obtained; the TliC data was titted to
a surface harmonic expansion which did not follow local
‘1’liC variations accurately. Roth approaches usc a
spherical thin-shell elevation mapping function to conver[
all station-to-satellite TEC rrmasurenlents  [o ec]uivalent
vertical l’IiC at a unique shell intersect point. I’he new
maps follow diurnal 1’I;C variations over a single site to
within a few TI:CU as measured by established single-site
GPS calibration techniques. In a global-scale simulation
using the Bent ionosphere model, the. 1’RIN fit reproduces
the simulated data set to within 5 TliCU over 70 percent
of the globe. Errors exceeding 10 TI;CLJ are seen in the
daytime-peak regions within the equatorial bulge.
Methods for improving the accuracy of the maps are
discussed.

1. INI’ROI)UCTION

The global positioning system (GPS) satellites and dual-
frcquency  Earth-based receivers can be used to measure the
total electron content (TEC) of the I:arth’s ionosphere.
Global maps of vertical total electron content have been
produced using the world-wide network of GI’S  receivers
supported by the geodesy community (Wilson et al,
1993). In this paper, a new method of generating such
maps will be presented. Global ionospheric maps can be
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uscci for calibrating sirlgle-frcclLlet lcy satellite allimetry
lnissions and scientific investigations 01 the ionosphcte.
Ibis may include. studies of the composition 01 t}m l{arth’s
upper atmosphere, ohscrving corre.iatirrns  between solar
activity and ionospher ic  “1’1~(, and correcting
[Ileasuremen(s o f  t h e  gerrmagnctic f i e ld  fo r
i(Jll(Jsl)llerical ly-it]dLlceci electric currenls.

‘1’he [;1’s global network (secfigurc  l)curmntly  contains
45+ stalions W'tlictl gerleratc  st:ltion-to-satellite ratlgcnll(l
phase obse.rvables  at sub-minute intervals. l’his data is
Inade readily available toresearchers  at JP1. and elsewhere,
liach station can track up 108 satellites simultaneously,
with a typical number being 6 satellites, he.ncc there are
mLIghly  240 lines of sight which probe the ionosphere
simultaneously over t h e  entire globe  a t  evc.ry
nleasurcmcnt  interval.

'l't~cc:irlicr tecl~l~i(]Llc for}>  r(Jdllcil~gglot>al maps fmnlthis
dala set required a lt’ailirlg l~erioclofsevertil  hoursbcforta
fit could bc performed (Wilson et al, 1993). In this
“single-bntch” approach, the ionosphere was assLIn]cci
constant in a sun-fixed (local-time) rcfercncc frame arr(i
surface harmonic functions were LIscd to fit the l’liC.
nwasurcnwnts.  In the approach rcporteci here, a Kaln~an-
typc filter is used allowing process noise to be included in
the systcm mmicl.  In addition, fitting functions with
local support at-c uscci allouillgt l}etlla]lst ofc)llow  local
“1’HC variations nmrc accurately.

I’he method for corrvcrting  GPS ran~e obscrvablcs  into
line of sight “I’l IC (140 S-’I’1; C) measurements will bc
discusscci next, followed by a description of the global
Tli(:  tnoclcl used for generating the maps. After a
discussion  ofthcparanlctcre  stimation strategy, results for
selected time pcricrcis will bc presenteci,  along with a
comparison to another GPS-base.d  technique for
ionospheric calibration.

2. I)AI’A  l}RI1-PROCESSING

I’hcfir’st  stcpin producing  g]obal  maps istheccmversicm
of the raw CTI’S rarrgc data to I’IIC measurements along
thclinc of sight. Onccthe  TIiCobse.rvablc is forn~eci,thc
original clclay crbservable.s arc no longer used. q’his pre-
processing will bccicscribect  follcrwcci byactiscussionof
the error sources which affect the accuracy of TIiC
extraction.

I’wn  types of dc]ay obscrvab]c are available from cacb
station-to-satellite 10S measurement for the global
nctwotk data: pseudorangc  delay (1’) and earlier phase (1,).
Ilach observable is acquired at frcquencies~l  (1 .2276 Cil Iz)
ancl ~2 (1. S7542 CI}17). The first step in data
preprocessing is the application of the automated ciata-

editin~,  algorithm ciesclibc(l’  by lllcwi[[  (1990). An
autol nated method is inlporl  ant lot  llandlin~ the laIgc
volume of data from a global data set. ‘1’his algorithm can
ccmect cycle slips in the phase data and idenlify  outliet>
and earl-icr phase breaks. After  ploccssing  by the
automated algorithm, the edited I-aw data are divided into
sets of }>h:~sc-col~r~ectecl arcs.

l;or the pseudorangc obsetvahle.s  (/’] a n d  [’~), the
difference indclay  between the two frequencies isdirert]y
proportional tc~l’}l(~cxi>resse(l:is  ttle rll]l)lt>cr{~felectlotls
pcr unit area:

ciiffcrcntial dclay(}’~-  P2)
(1)

in nanoseconds=  2.85x 10]6el /n12

Rccciver an(i satellite clock errors in the pscudorangc  are
removed in tbccliffcrencin.g.  The diffet-ential  phase clelay
(1/ -1<2) is negative and, although inherently more
precise than the pse.miorangc,  is biased by an inteper cycle
timbiguity. I’his  bias inconstant for each l~l~ase-cc)l~r~ectc(l
arc of data, such as between a given satellite and receiver,
but will differ from arc to arc,

The Tl iC observable is formed using both the pscudorange
andcarrier  phase data in aprocesscallcci  “leveling”: all the
pbasc clata for a sinp,lc I>l]ase-cc~ril~cctccl  arc is adjusted by a
constant to match the ahsolutc level of the pse.udorangc.
?’hc carr’icr phase is usecl because it is much more precise
than the pseudorangc.

I’hclcvcling  pr-ocess can bccimcribcci  as follows. I.ct N
bethcnun~be  rofn~casurcmcnt  sin ai~l~ase.-cc~rlrlectccl:lrc
of data for a given receiver t and satellite s. l;or caci]

(iatum i, tile pseudorangc cieiays are(ienotc(i  by l’~~ aa(i

l’; for~) and~z f r e q u e n c i e s  r e s p e c t i v e l y ;  tile

cm-respon(iingp  haseciciaysare 1: and l~i The lcvciintz

bias  B’”’ is cornpute(i so as to n~inimiz.e.  the root-sun~-
squarc  d i f f e r e n c e  bctwccn  pscuciorange an(i pilasc
diffcremtial (iciay computed ovct- the arc:

Tim 1’1 K obser-vabic for measurement i is tile carrier phase

ciiffcrencc fyi -  l.: addcci to tile b i a s  B“. After

acijustment for tile bias, ti~c root-r~~c:irl-sclLlarc  diflcrcncc
bctwccn the pseudorange  and earlier pi~asc cieiays, (ienotcd
l~RMS , is ciominated  by pscuciorarr,ge  noise.
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Figure 1. The global GPS network.
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Itrror Analysis

There are several factors which limit the accuracy of the

‘1’I;C observable ricrived above. These are:

● instrumental biases between
frequencies) andfz

* Multipath,
, Receiver noise.
● Antenna phase-center variations

between f] and fz.

Iirror  estimates are shown in Table I in units of WC
units (1 1’ECU = IX1 016 electron s/n~2).  For this study,
parameters are for Rogue (SNR-8)  receivers (Allen
Osborne Associates, 1990). The global network data
discussed in this paper is collected entirely from Rogue
and Turbo-Rogue (SNR-8000) data.

The largest sources of error are typically the instrumental
delay biases in both the satellites and receivers. These
biases occur since different analog circuitry is used for
processing the CiPS signal at the two frequencies before
digitization. Although large, these biases can be
estimated in the global mapping process or calibrated for
the receivers (Wilson and Mannucci, 1993).  The accuracy
of [he TEC observable is not limited by the magnitude of
these biases but rather the accuracy with which they can
be estimated or measured.

The next largest source of error is from mr.tltipath effects.
The TliC observable is sensitive to the difference in
multipath  between PI and P2. The multipath  error varies
with elevation angle of the satellite and the physical
configuration of the receiver site (presence of nearby
reflecting surfaces, etc.). Since the pseudorange is
roughly 1000 times more sensitive to multipath than the
carrier phase, the RMS difference DRMS between
pseudorange  and leveled carrier phase is a measure of the
pseudorarrge  multipath noise. The multipath estimate in
Table 1 is the average value of DRMS calculated from a
several-day sample of global network data.

l;rrors from antenna phase center variations have been
measured for the choke ring antennas used in the global
network receivers by Young et a/. ( 1993). These errors
are not significant here. For the satellite antennas it is
assumed that the errors are similar to those for the receiver
antennas,

Weighting the Data

The data weight given to each individual TEC observation
equals the. value of DRMS  for the phase-connected arc. If
the multipath  noise followed a C;aussian  zero-mean
distribution, the error in the TEC over an entire arc would

be snlaller than t)R}f$ by a factor O( the wluarc root” of
the number of points in the arc. Multipalh  noI\t2  is
generally not zero-mean, particularly at the low
ele~’ations,  so it is more conservative to give the TIC’ a
data weight ec]ual to the uncertainty of a single point in
the arc, which on average equals [)RMS. ~ther  ertor
sources shown in Table 1 are not used in the data weight
since they are much smaller than the pseudorange
multipath noise.

Table 1: Krrors affecting the TEC observable—-. —
Error Source l~rror [istimate

(T1?XJ)—...—

instrumental Biases--Satellite .$). +9(1)
lnstrrrmental  Biases--Receiver -30-+30(1)
Multipath Noise: P-code (),7 (2)

Carrier Phase <0.01
Receiver Noise: P-code 0.13, T=5 min.

Carrier Phase <0.01
Antenna Phase Center Offset <o. I
(1,1 vs. 1.2) Receiver

Antenna Phase Center Offset <0.1
(1,1 vs. 1,2) Satellite

NOTES:
lThe instrumental biases can be estimated from the data.
Receiver biases can also be calibrated independently with
an accuracy of 0.S TECU (Wilson and Manrtucci, 1993).
2Varies with site and satellite geometry. Can be several
TECU in extreme cases.

3. GI,OBA1.  M A P P I N G  TECIINIQIJK

In this section, the technique used to produce global TEC
maps will be described. It is assumed that a global TEC
data set is available from the network using the pre-
processing method described in the previous section.
Creating a TEC map involves using the LOS TEC data to
solve for a “global TEC function”, or a specification of
vertical TF.C over all latitudes and longitudes for a given
time. This function in effect serves to interpolate TIIC
between measurements which occur only at a discrete set
of points.

Global  TEC M o d e l

We assume that the ionospheric electron density is
concentrated on a thin shell of height h = 350 km above
the mean Earth radius R~. All slant TF.C measurements
are converted to an equivalent vertical value by using the
thin shell elevation mapping function given by:
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W)={l-[cosfiv  (l+ b/ RF.)]’]-’” (3)

where E is the elevation of the LOS observation. I’he use
of a mapping function is clearly an approximation, and
can lead to errors of several TECU when applied to
regions of large horizontal electron density gradients
(Klobucharet  al., 1993; Tsedilinaa  ndWeitsman,  1992).
Mapping to vertical is necessary if the radial electron
density structure is not modeled.

Ilvery 1.0S measurement intersects the shell at a single
latitude and longitude (O,@). The TEC measurements
mapped to vertical are the input used to estimate a
continuous global vertical TEC function. To define this
function, the spherical surface is divided into 642 spherical
triangles called tiles. The tiling is performed as follows.
l~irst, an icosahedron is projected onto the sphere, aligned
such that two of the twelve vertices are at the north and
south poles, and one of the non-polar vertices is aligned
with the prime meridian. The twelve vertices define
twenty equilateral spherical triangles on the sphere. Finer
tiling is achieved by successive subdivisions of these
spherical triangles. At each step, a given triangle is
subdivided into four smaller triangles by bisecting each of
the sides of the triangle and connecting the new vertices.

I-et 7,,$ be a 1.0S TEC measurement between satellite s
and receiver r with instrumental biases given by b,$ and
b,. The “TRIN”  (Triangular Interpolation) model
assumes that 7r~ is given by the following expression:

7’,, = M(E) ~ W(Q, @,i)Vi+br+b~ (4)
j=

v, ,vti, vc

where M(EJ is the mapping function (eqn. 3), Vi is the
value of TF,C at vertex i, and W(O, ~, i) are weighting
functions for a shell intersect point having latitude and
longitude (0, @). These functions relate the TEC values at
the three vertices of a tile to the TEC at any point within
a tile. The weighted sum in eqn. 4 is over the three
vertices of the tile intersected by the observation.

l’he weighting W( 0, @,i) functions are defined by a linear
interpolation algorithm which depends on the “great
circle” distances between the shell intersect point and the
vertex positions. The algorithm, depicted in Fig, 2,
starts by drawing a great circle arc from vertex A through
the point E=(O,@).  This arc intersects the other side of the
spherical triangle at point D. The values of TEC at
vertices B and C are linearly interpolated to point D:

Dc  -

VII = –—B~—-  VR - t  - —  — Vc
(BD ~ DC)

(5)
(m+ Dc)

where BE) is the arc length between points B and D and
VA is the TEC at vertex A etc. In a similar manner, the

I;quation  (4) is used to calculate the observation partials
for a linear teast-squ:ires  parameter estimation strategy. A
Kalrnan-type  filter with the ability to estimate stochastic
parameters is used to solve for b,, b, and all the V,.

The vertex points which define the tiling are at fixed
locations on the shell. Since the ionosphere is strongly

B D c
Figure 2: TRIN interpolation scheme

controlled by both the geomagnetic field and solar
radiation, the coordinate system for the shell has been
chosen to be the “solar-magnetic” system described in
Knecht  and Shuman ( 1985). The shell itself does not co-
rotate with the Earlh but is nearly fixed with respect to the
Sun-Earth axis; a given longitude corresponds roughly to
a given local time and the latitudes are geomagnetic. The
z-axis of these coordinates is along the ~eomagnetic  pole,
chosen to intersect the Earth’s surface at 78.5 N and 291.0
E. The y-axis is perpendicular to the both the pole and
the Sun-Earth (local-noon) direction. The x-axis, which
defines the zero of longitude, wobbles back and forth
about the Earth-Sun direction by i 11.5 degrees as the
Earth rotates.

Parameter Estimation Strategy

I’he parameters being estimated consist of the satellite and
receiver instrumental delays b, and b,, and the vertex TEC
values Vt. Geometrical information about satellite orbits
and station locations is known. In a typical computation,
642 vertex values are simultaneously estimated (this
corresponds to 1280 tiles), along with about 40 receiver
and 22 satellites biases. At least one receiver bias is held
fixed to a known calibration value since otherwise the
solution would be singular.



The instrumental delays are not expected to vary over the
course of several days and are estimated as constants,
[lvery  vertex TEC parameter is governed by the following
measurement update equation, which defines a randon~-
walk process noise:

(v,),+,  =(V,)j  +W (7)

where (V, ), is the value of vertex i estimated in data

batch j, and w zero-mean white noise. The state
transition matrix is the identity; no dynamical model for
the vertex ‘IIX is assumed and the global state estimate is
determined solely from the data. The process noise is
characterized by a standard deviation per root-second, a.,,
and affects the covariance  of the state.

The process noise accounts for un-modeled  TEC
variations. The value for ~W should equal the mean
TIIC change expected during one batch interval. 1[ should
be emphasized that temporal ionospheric changes, present
even in solar-magnetic coordinates, are important. A
comprehensive statistical analysis of ionosphere temporal
statistics by region, local time and season is necessary for
optimal determination of aW,. Since such a database is
not available, the value of OW has been estimated based
on experience with the Bent model (Bent et al., 1976) and
a limited subset of data. The values used are presented
with the results of the next section.

4. RESU1.TS  AND D1SCLJSS1ON

In this section, a sample of results will be presented. The
reasonableness of the mapping model will be demonstrated
in two ways. First, the global map results will be used to
compute vertical TEC directly over site as a function of
time. This will be compared to the predictions of an
established single-site ionospheric calibration technique
(1.anyi and Roth, 1988). Second, a well-known empirical
global model of the ionosphere will be used to generate a
simulated data set which can be fit by the TRIN model.
I’he results of the fit reveal weaknesses of the technique in
the daytime ionosphere; possible improvements to TRIN
will be discussed in the concluding section,

Sample Global Map: March 13, 1993, 12:00-
13:00 U T

A representative global map and associated formal errors is
shown in }~ig. 3. This map is derived from a data batch
covering 1200-1300 UT. It is a smoothed solution using
all the data above 20 degrees elevation from March 12 to
March 14. Areas of the map appearing in black
correspond to formal error standard deviations in excess of
10 TECU. These latitude bands contain too few receivers

lor aclequate TI;C estimation, Although  the I“[;C map is
created in a solar-magnetic reference frame, this map IS
plotted in sun-fixed shell coordinates and geographic
latitude for simplicity. The stations translate horizontally
underneath the sun-frxed shell as the Iiarth rotates, A land
map is shown superimposed on the TF,C map and the
station locations are indicated as triangles on the formal
error map.

The global map of Fig, 3 shows prominent ionospheric
features such as the equatorial anomaly and the difference
between the day and nighttime ionospheres (in the map,
local noon corresponds to zero degrees longitude), I’he
peak of ionization occurs after local noon as expected.

The formal errors are deterniined  by the TIiC data weights,
the observation geometry, the data equation, and the
random-walk standard deviation OW,  . In this map, the
same process noise was used for all of the verlices. A

value of 3.56x 10-2 TECU / sec”2 was chosen allowing
the model to follow TEC variations in the solar-magnetic
frame of 2 TIiCU per hour. The batch interval was one
hour.

Testing the TRIN Model I,ocaily:  Comparison
with Single-Site Calibrations

One way of testing the TRIN model is to calculate the
TEC predicted directly above a site using the global model
and compare this to well-established single-site
ionospheric calibration techniques. This allows testing of
basic parameters of the model, such as vertex spacing (in
the longitudinal direction) and batch interval. The global
model should adequately track the diurnal TEC variations
expected over a site. The single-site technique in this
comparison is used operationally by NASA’s I)eep Space
Network for ionospheric calibration of the DSN sites.
The basis of this technique is described in I.anyi and Roth
( 1988), although the current operational system has acided
features which allow optimized calibrations along a given
line-of-sight. Briefly, the ionosphere over a site is
modeled as a second-degree polynomial in shell intersect
angles (6, ~), where sun-fixed shell coordinates are
assumed. Observations are mapped to vertical using eqn.
3. .

Three stations are shown in this comparison for March
13, 1993: a northern latitude station (Cioldstone,  CA) with
neighboring stations within several hundred kilometers, a
relatively isolated southern latitude station (Hartebeestok,
South Africa) and an equatorial station (Kourou,  French
Guiana). The values of satellite and station biases used in
the single-site fits were set equal to those determined in
the global fits. The global fits were done using the same
batch interval and process noise as the maps shown
previously. As shown in Fig. 4, the agreement between
TRIN and the single-site technique is usually within 2
TECU and differences never exceed 5 TECU. Similar
comparisons using the older global surface harmonic
technique were described in Wilson er al, (1993), where
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Figure h. The TFUN global TEC map for March 13, 1993 1200-1300 LJ”l’ is shown. ‘l’his
map is a smoothed solution using three days of data, March 12-14, transformed to coordinates
with sun-fixed longitude. A land map of the F~arth  in sun-fixed coordinates at 1230 UT is
superimposed over the TEC map. Dark bands show areas where the formal error cxcccds  10
TIiC1.J.
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l’igure  W The formal error map for March 13, 1993 1200-1300 UT is shown. Station
locations in the sun-fixed coordinate sys[cm are shown as triangles. The black bands indicate
regions where the formal error exceeds 10 TECXJ.
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differences exceeding 10 T}iCLJ were common near the
ciaytimc peak.

Testing TRIN  globally: Simulations using
the Bent ionosphere Mo(icl

Another approach for testing the TRIN mmicl is to
generate a global data set using a gooci empirical mociel of
the ionosphere. With a reasonable simulated data set, [he
fitted result can be compared directly to the model to
determine which regions of the globe result in larger errors
for TRIN.The simulated data set was created using the
Bent ionospheric model (Ilent et al., 197(r) for [hrce days
centered on August  7, 1993. 1.0S 2’F.C measurements
were calculated for the sateliitc orbits anti station iocations
in existence on time ciays and an elevation angle cutoff of
20 degrees. I;irst, the shell intersect coorciinates of each
measurement were computed assuming a shell height
equal to  the height of maximum ion (icnsity hlllc{r, as
specified by the Bent model. Vertical T1~C was computed
at that point. Then the vertical TIX2  was mapped to tile
1.0S slant value assuming the thin-shell mapping
function with shell height }l))l{JX. This approach is
computationally simpler than a full integration of electron
density profiles. }Iowever, the errors incurred using the
thin si~ell approximation are not ascertained.

The absolute magnitude of the difference between the
simulated global T}iC and the TRIN globai fit is shown
as a map in I:ig. 5 for a data batch of 1200-1215 UT. As
in the previous global map, this map is a smoothed
solution, using simu]ated data from August 6-8. The
batch interval was 15 minutes ancl the process noise sigma
was S. IX IO-2 7f;C(//sec”2 (1.2s T}iCLJ  p e r  15
minutes) for vertices above 35 degrees latitude and 8,3x10-
2 7EC1J  / SCC1’2 (2.5 TIiCU per 15 minutes) for vertices
within 35 degrees of the magnetic equator. These values
were chosen based on the change in 1’l;C predicted by the
Bent model over 15 minutes. For over 70 percent of the
globe, the agreement is quite goc)d (within 5 TIKX.J), but
in certain regions particularly around the equator and
daytime peak the errors exceed 10 TIELJ. The ec]uatorial
and high-latitude white strips represent regions where the
fcrrmai errors exceed 10 TIiCLJ due to lack of coverage.

There arc two causes for the areas of poor agreement in
Fig. 5. IJirst,  the vertex points are too far apart in the
meridional direction to follow the large TIK variations
near the equatorial anomaly. Second, when the stations
are widely separated, time variability causes errors because
the TIX2  is not updated in the absence of data. Mctilods
for overcoming these limitations are currently under stuciy.

5-. CONCI,lJSIONS

A new method of using the CiPS globai network for
global ionospheric monitoring has been presented. Global
TI;C maps are produced with time resolutions of icss ti~an
one hour by using a linear icast-squares  parameter
estimation procedure with the acidition  of process noise,.



The maps are generated within the context of a single-
Iaycr (bin shell model,  and are paranwtriz.ed by a set of
vertex TliC values distributed uniformly over the shell. A
linear interpolation scheme based cm spherical triangles, or
tiles, is usd to  define the global I’I{C  function.

Comparisons between the global I’RIN  (1’Riangular
interpolation) method  and established single-site
calibration techniques reveal that the model is aclequatc to
follow the expected diurnal TI~C changes over a site. In a
comparison with a simulated global data set, the maps
were found to give good agreement over most of the
globe. The worst performance was found in the daytime
regions near the equatorial bulge, where horizontal ‘NE
gradients arc large and the ionosphere is highly time
variable. More validation work is needed, particularly
with a data set which is independent of CJ}>S ionospheric
rllc:~stlrctllctlts.

l’he current monitoring technique can be improved in
several ways. 1 ~irst, the ionosphere model can be extended

electron (icnsity  so that the T1iC observable can be
eorre.ctly mocieled  by integrating ionospheric densities
aiong the line of sight. Secomi, the vertex spacing can be
changed to reflect the higher me.ridionai  gradients which
exist near the equatorial buige. l_Jsing  eqaally-spaceci
vertices is not optimal due to the large pcrsis[cnt
structural features which occur in the ionosphere, Thirci, a
smoother  global TIK2 function can bc adoptcxi.  The
function used in this work is continuous but cioes not
have continuous derivatives. Iinfc)rcing higher-orcier
continuity wiii increase the number of vertex parameters
affected by a given observation, ami improve the abiiity of
the modei  to bridge the data gaps where station coverage is
iimited.

This anaiysis was made possibie by the high quaiity of
tile giobai CiPS data set, the resuit of a collaborative effort
involving many pcopie  at JPI. anti al otiler centers around

to inciudc information about the radiai distribution of
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Figure 5. The difference (absolute value) between the TRIN fit to the Bent ionosphere model and the
Bent ionosphere for August 7, 1993 is shown. I’hc fit is for 1200-1215 U’I’, shown in sun-ilxcd shell
coordinates. This is a smoothed solution using data from August 6-8. The TRIN global map is
subtracted from ti]e simuiated  Bent TIK global modci of 1207 UT, using the reai network and satellite
positions for August 6-8, 1993. White banded areas in the equatorial and high-iatitude regions areas
where the formal error cxcecds  10 T1{CIJ.
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